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Abstract
Enhancing household energy efficiency is crucial, andNon-intrusive
Load Monitoring (NILM) offers a valuable solution by giving con-
sumers insights into their energy use without individual device
monitoring. However, the deployment of NILM models in new set-
tings is challenging due to their training on domain-specific data.

To effectively use public data for training NILMmodels for identi-
fying individual appliances, understanding the challenges of model
transfer is crucial. This study explores several factors that could
hinder successful model transfer and highlights the challenges in
broader NILM system deployment. We developed and tested vari-
ous NILM models, both event-based and eventless, across multiple
household domains and found that domain bias, e.g., noise and line
frequency, does not significantly impact model performance.

CCS Concepts
•Hardware→ Energy metering; • Computing methodologies
→ Supervised learning; Cross-validation.
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1 Introduction
Climate change necessitates lowering greenhouse gas emissions
which calls for reducing energy consumption across various sectors.
Consumers are more inclined to save energy when they have access
to detailed information about their consumption patterns [2].

This information can be provided by installing meters at every
single appliance, imposing extensive maintenance burdens on the
user. In contrast, nonintrusive load monitoring (NILM) offers a
promising alternative by analyzing aggregate energy consumption
data to infer the usage of individual appliances. This approach relies
on machine learning (ML) models to disaggregate the total house-
hold energy consumption into appliance-specific insights [5]. How-
ever, the diversity of household appliances, coupled with the vast
amounts of data required for training these ML models, presents
significant challenges. This complexity makes it difficult for average
consumers to implement NILM techniques without substantial ex-
ternal support. Facilitating the adoption of NILM technologies could
be significantly enhanced by the availability of shared appliance
consumption data and pre-trained models through public reposito-
ries. While there is a variety of datasets available for NILM research
and the benchmarking of proposed ML models (e.g., [8, 12]), the
task of transferring MLmodels across various domains often results
in marked performance declines (e.g. [6]). Consequently, there has
been a growing focus on research aimed at reducing the need for
model adaptation when deploying in new environments [1, 3, 4].
This study delves into the transferability challenges of NILMmodels,
aiming to uncover the underlying issues and propose solutions to
enhance their applicability and effectiveness in real-world settings.
Contributions.
• We developed NILM models using publicly available data, aimed

at unfamiliar environmentswithout dataset-specific adjustments.
• We established a novel lab testing methodology to simulate real-

world conditions with various devices, evaluating NILMmodels’
performance in an environment akin to a typical household.
These tests confirmed themodels’ ability to identify device types
accurately, highlighting challenges with devices of significantly
different signature curves and low-power devices.

• We performed "in-the-wild" testing using data from different
domains to assess NILM models in real-world conditions. These
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tests revealed consistent model performance and minimal do-
main bias, underscoring the feasibility of deploying pre-trained
NILM models in new environments.

Through a comprehensive examination of various factors that
could potentially impact the performance of NILM models, this
study concludes that domain bias, with the exception of variations
in device signatures, is not a major barrier to model transfer. This
insight fosters optimism regarding the wider adoption of NILM as
an effective method for monitoring individual appliances.

2 Related Work
NILM research, with a history spanning over three decades, focuses
on the distinct characteristics of appliance classes during startup
and operation, enabling device classification with high accuracy.
The release of various datasets [12], encompassing controlled labo-
ratorymeasurements and real-world residential data, has sharpened
the focus on algorithmic challenges and enhanced comparability.

Yet, the adaptation of machine learning models beyond their
training domains—a key for wider deployment—has been sparingly
addressed. This oversight is critical given the effort required to
gather comprehensive data for each consumer setting, underscoring
the importance of model generalization and transferability.

Kahl et al.’s investigation into model generalizability evaluated
feature performance across different contexts to identify universally
effective features [7]. The exploration of NILM model transferabil-
ity has seen the application of various transfer learning techniques,
including decision trees [4], generative adversarial networks [1],
and sequence-to-point models [3, 10], aiming to enhance model
applicability in unknown environments. Despite these advance-
ments, achieving effective model transfer typically necessitates
some degree of model retraining, fine-tuning, or adaptation [9].

The observed decline in model performance during initial at-
tempts at unadjusted model transfer [6, 9] underscores the need for
strategies to enhance NILM model adaptability. Our research aims
to systematically examine these performance challenges to identify
viable solutions, thereby facilitating NILM’s broader deployment.

3 General NILM Pipeline & Configuration
To deploy an NILM setup, multiple steps need to be considered.
There have been two main approaches to this problem: event-based
and eventless NILM, differing in the necessary components.

Data collection is crucial for both NILM approaches, leveraging
sources like smart meters to gather consumption data. This data
supports model training pre-deployment and informs energy dis-
aggregation post-deployment. Understanding how data collection
from one environment translates to another is key in NILM model
transferability research. Event detection, specific to event-based
NILM, identifies appliance state changes (e.g., on/off) through vari-
ations in power consumption. It requires higher sampling rates to
prevent simultaneous event occurences. Feature calculation in
event-based NILM involves analyzing data around detected events
to differentiate appliances or states, often using data transforma-
tions like Fourier or wavelet transforms, which has been exten-
sively reviewed [6, 7]. Classification uses the extracted features
to identify the appliance or its state using ML models, ranging

Table 1: Considered Devices of FIRED [12]

Device Events Consumption Duration

Espresso Machine 1074 High Fixed
Fridge 318 High Fixed
Coffee Grinder 172 Low Manual
Oven 132 High Manual
TV 23 Low Manual
HiFi-System 16 Low Manual
Kettle 15 High Fixed

from simple algorithms like RF or SVM [7] to more complex neu-
ral networks [13]. Energy disaggregation, the final step, varies
between approaches. Event-based NILM matches events to appli-
ance states and their expected consumption for power estimation,
whereas eventless NILM directly estimates power from collected
data, bypassing event detection and feature calculation.

Designing an NILM setup is a complex task, requiring careful
consideration of various factors to achieve optimal performance,
particularly when intending to test in unknown environments. To
examine the factors affecting NILM system performance in new
consumer settings, we have segmented the NILM pipeline into
several modular components. Using insights from prior research,
we trained various pipeline configurations on a publicly available
dataset to achieve satisfactory results. We detail the different con-
figurations of our NILM pipeline and explain our choice of dataset.
Dataset Selection. We selected the FIRED Dataset [12] for the
training and validation data of our study. It covers 66 residential
appliances, including 21 with isolated monitoring, and offers high
sampling rates. Additionally, its precise labeling guarantees am-
ple data for training. Being a recent dataset from 2020, FIRED’s
appliance mix is likely reflective of current consumer use.
Device Selection.Our device selection (cf. Table 1) includes devices
with both high power (> 200 W) and low power consumption. This
enables us to investigate whether the power consumption of devices
has an impact on the classification performance. Moreover, we
included a mix of automatic devices and devices that depend on
user behavior, with varying durations of operation, to consider
possible effects on the classification performance.
Model Selection. We chose to train and evaluate ML models from
both the eventless and event-based NILM domains, allowing for
representative comparison with regards to transferibility. In the
event-based NILM domain, we selected four different models that
have been widely used and studied (e.g. [6, 7]): SVM, kNN, RF, and
XGBoost, the latter being an ensemble learning method. For event-
less NILM, we opted for the seq2point approach, particularly for
its potential for model transfer [3, 10]. To construct the underlying
NN of our seq2point model, we followed related work [13].
Feature Selection. In the event-based approach, the ML models
require a feature vector as input. To ensure scalability, we aim to
keep the dimensionality at a minimum, possibly trading off classifi-
cation performance. Active and reactive power do not only serve as
common choices but also demonstrate strong performance as stand-
alone features [7]. Additionally, features incorporating information
about higher-order harmonics tend to perform best in cross-dataset
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validation [6, 7]. Hence, our feature vector encompasses the three
dimensions of the Tristimulus (Tri) [7] as well as active (P) and
reactive (Q) power, resulting in a total of five dimensions.
PipelineReduction.To focus on the foundational aspects of model
transfer, we simplify the event-based NILM pipeline by excluding
two components. Firstly, event detectionwill be replaced by utilizing
ground truth data, as the detection is separately optimizable. Sec-
ondly, we omit energy disaggregation due to its reliance on precise
event classification. Misaligned start or end times can significantly
skew power estimates, hence an energy estimation error could
result from either the classification or the disaggregation step.

4 Model Training & Validation
Event-based models (i.e., supervised ML) necessitate labeled ground
truth events, using isolated measurements from a specific period
in 2020 for training. Conversely, the eventless approach, lever-
aging seq2point models, used FIRED’s isolated, unlabeled read-
ings as ground truth, allowing for increased training data volume.
Seq2point required downsampling data for longer input sequences.

Applying z-score normalization was pivotal for bothmodel types,
aligning with established practices that suggest normalized data
significantly benefits neural network training and standardizing
feature inputs based on their statistical distribution removes biases.

The event-based models were trained for both device-based and
state-based classification. Training and validation data were created
using an 80-20 split. The event-based models were tuned utilizing
GridSearchCV. For the eventless models, early stopping was applied
and the ADAM optimizer was used to mitigate overfitting.
Model Performance. Upon validating our models with the FIRED
dataset’s aggregatedmeasurements, we observed comparable scores
of device-basedmodels (up to 80%) to other approaches using similar
models [7]. The reduced scores of state-level classification were
mostly caused by inner-device confusion (Figure 1). The eventless
approach on the other hand generally produced a higher MSE for
high consuming devices than for low consuming devices.
Model Selection. For further evaluation, we chose the best per-
forming out of the supervised models after a comprehensive feature
validation across all possible feature subsets, which was kNN with
the full feature set. Notably, our hyperparameter configuration
(𝑘 = 4, using city block distance metric) matched the findings of
related work for cross-dataset classification [6], that found this
configuration to work best in scenarios without model adaptation.

5 Lab Testing
To investigate the impact of device variations and domain differ-
ences, we firstly simulate an environment reflective of the FIRED
dataset’s domain in a lab. During our test runs, we collected data
from all device types known to our models, with the exception of
the oven. We managed to obtain the same model of a coffee grinder
as in FIRED, while all other device types were different models.
Scenarios.We devised three test scenarios to replicate typical user
behavior with multiple devices operating simultaneously, based on
patterns from the FIRED dataset. Each scenario was conducted five
times to factor in timing variations and device behavior inconsis-
tencies. Fridge events were excluded due to insufficient support.
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Figure 1: The performance of state-based models trained on
the isolated and tested on the aggregate data of FIRED.

Data Acquisition. Our lab setup mirrored a standard household
configuration except for the noise. A class A 100 kW linear power
amplifier, free from external noise, supplied a clean three-phase
230𝑉𝑅𝑀𝑆 50 Hz signal, replicating an optimal European low-voltage
power grid. Voltage and current were measured using a power
analyzer with a 20 kHz sampling frequency. For comprehensive
scenario testing, all devices were connected to a single phase.

Similarities between lab and FIRED’s devices were noted for the
TV and coffee grinder in P, with a notable mismatch in Q for the
TV. Further, the P signatures of the Hifi-Systems did not match.
Evaluation. The lab data was downsampled accordingly to match
each model: 2 kHz for the kNN and low seconds for the seq2point
models. For the seq2point models, we assessed device usage predic-
tions (above 10 W) against ground truth, categorizing overlaps as
True Positives (TP), missed detections as False Negatives (FN), and
incorrect predictions as False Positives (FP).

The kNN models showed F1-scores of 50.73% and 57.87% for
appliance and state classifications, respectively. Misidentifications,
such as the TV being confused with a coffee grinder, were similar
to patterns from the analysis on FIRED. The seq2point approach
demonstrated challenges in identifying low-power devices, failing
to recognize the Hifi-System, TV, and coffee grinder in all instances,
as outlined in Table 2. This discrepancy, particularly with devices
that share signatures with FIRED counterparts, suggests issues with
model sensitivity to operation duration and power thresholds.
Conclusions. By managing external factors, such as line noise and
frequency, the models overall exhibit a commendable capability
to identify similar device types. Although we see a slight dip in
performance, most of the difficulties in the new environment orig-
inate from devices having significantly distinct signature curves.
This issue can be addressed by using an extended feature set and
expanding the inner-class diversity of devices during training.

6 In-the-Wild Testing
While our lab environment emulates ideal conditions, it is clear that
these conditions do not fully capture the complexity of real-world
NILM model deployment. Therefore, we utilized segments of real
household measurements from diverse domains for evaluation.
Dataset Selection. We selected the SustDataED2 [11] and the UK-
DALE [8] datasets. Both datasets offer ground truth in the low
seconds range and aggregate data above 12 kHz. We downsampled
the data to match the rates to which our models were calibrated.
Evaluation. Table 2 depicts the overlap of devices between our
models and the datasets, as well as their corresponding scores.
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Table 2: Precision/Recall per Considered Device of the FIRED [12], Lab, UK-DALE [8] and SustDataED2 [11] Datasets.

Fridge C.Grinder Esp.Machine Kettle HiFi-System TV Oven Average

FIRED kNN (App.) 0.96/0.99 0.49/0.76 0.96/0.84 0.88/1.0 0.8/1.0 0.25/0.65 0.95/0.84 0.76/0.87
kNN (State) 0.61/0.63 0.45/0.78 0.71/0.63 0.88/0.93 0.76/1.0 0.26/0.35 0.79/0.7 0.64/0.72

Lab
kNN (App.) 0.0/0.0* 0.23/0.6 0.56/1.0 1.0/0.8 0.0/0.0 0.6/0.6 - 0.48/0.60
kNN (State) 0.5/1.0* 0.29/0.8 0.83/1.0 1.0/0.6 1.0/0.1 0.67/0.6 - 0.76/0.62
seq2point 0.38/1.0 0.0/0.0 0.32/0.6 1.0/0.92 0.0/0.0 0.0/0.0 - 0.28/0.42

SustDataED2
kNN (App.) 1.0/0.4 - 0.56/1.0 1.0/0.7 - 1 1 0.85/0.70
kNN (State) 1.0/0.5 - 0.48/1.0 1.0/0.2 - 1 1 0.83/0.57
seq2point 0.53/0.6 - 1.0/0.03 0.92/0.15 - 1.0/0.66 0.32/0.39 0.75/0.37

UK-DALE
kNN (App.) 0.67/0.2 - 0.56/0.9 0.0/0.0 - 0.0/0.0 - 0.31/0.28
kNN (State) 0.67/0.4 - 0.53/0.9 0.0/0.0 - 0.0/0.0 - 0.30/0.33
seq2point 0.55/0.34 - 0.65/0.13 0.34/0.29 - 0.92/0.55 - 0.62/0.33
* = The support of these devices was too low, so their scores were excluded from the averages

1 = The events of these devices could not be recognized due to low/no change in power consumption

We excluded the TVs and the stove-oven from the SustDataED2
dataset in the kNN analysis as they offered few detectable events.
Moreover, the fridge-freezer and stove-oven in the SustDataED2
dataset differ in their operational purpose from the types of devices
we were previously detecting, altering their signatures. However,
we found that the kNN performed as well on the fridge-freezer as
on the fridge from other domains, yielding a precision of 100%. Sim-
ilarly, both espresso machine and kettle were accurately identified,
with the former achieving 100% recall for both models.

Since the seq2point model is not reliant on event detection, it
had a wider array of devices to classify. Interestingly, the low-
power consuming state of the stove-oven went unrecognized, while
the high power consuming state was detected. However, the high-
power devices generally struggled with a high volume of FPs.

In UK-DALE, the fridge consumes significantly less power than
FIRED’s fridge, leading to a high volume of FNs for the kNN. As
in our validation on FIRED, the kNN misclassified the kettle as
an oven and the TV as a coffee grinder. These issues reflect in
the average F1-score, which, when disregarding the unrecognized
devices, would be comparable to the score achieved on the lab data.

The seq2point model achieved high scores for the fridge and TV,
with lower results for the espresso machine and kettle (again due to
many FPs), overall recognizing more devices than in the lab data.
Conclusions. Our studies suggest that domain bias does not con-
stitute a significant hindrance to the deployment of NILM models
in unfamiliar environments without retraining. We observed some
difficulties with certain devices which could be attributed to the
relatively sparse number of training samples. However, overall, the
patterns of success and inter-device confusions appeared consistent
across different domains. Importantly, the deterioration in results
was not as marked as observed in prior studies [6].

7 Conclusion
In this paper, we explored the complexities of NILM transfer. We
developed both event-based and eventless NILM models using pub-
lic data and tested them in various new environments. Laboratory
tests under simulated household conditions revealed that a key

challenge in model transfer is the introduction of new signatures
for the same device type. Testing with real household data across
various domains led to consistent model behavior, showing that
domain bias did not significantly hinder deployment further.

As an initial exploration of domain bias, our evaluation is not
complete. Mitigating model performance degradation will require
future work, involving an increase in training data for certain de-
vices and the inclusion of more diverse datasets and features in
training. However, the initial results are promising, suggesting that
further research in this area will indeed be worthwhile.
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